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Crystallization Kinetics of HNO 3/H20O Films Representative of Polar Stratospheric Clouds
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The crystallization of binary HNgH,O aerosols may be an important step in the formation of type la polar
stratospheric clouds (PSCs). We have used Fourier transform infrared (FTIR) spectroscopy to probe the
crystallization kinetics of supercooled 2:1 and 3:DHHNO; films to nitric acid dihydrate (NAD) and trihydrate

(NAT), respectively. Nitric acid/ice films were grown on a silicon substrate at temperatures near the glass
point. The substrate was then warmed to a temperature above the glass point, and the crystallization of the
film was measured using FTIR absorption spectroscopy. The temperature dependence of the crystallization
rate was used to determine the activation energy for a nitrate ion to cross the-lmlidl phase boundary.

The activation energies ranged from 22 to 41 kcal thédr NAD crystallization at temperatures between

177 and 168 K and from 22 to 35 kcal méfor a-NAT crystallization at temperatures between 171 and 161

K. In addition, activation energies at higher temperatures were derived from recent viscosity measurements
obtained between 225 and 298 K. A parametrization was then developed to fit all of the activation energy
data between 160 and 298 K. Finally, homogeneous nucleation calculations were performed using the
temperature-dependent activation energies in conjunction with previous measurements of aerosol nucleation
rates at 190-202 K to determine the freezing rates for HINED particles over a wide temperature range.
These calculations indicate that nucleation of NAD from supercooled 2:HINO; aerosols is rapid at
relevant stratospheric temperatures. Nucleation-0fAT from supercooled 3:1 $D:HNGO; aerosols could

occur as rapidly as within 1 day, but the uncertainty in the interfacial energy usedN&T is large.

Introduction Homogeneous nucleation theory is frequently used to estimate
nucleation times for particles in the atmosphere. Although it
ay not adequately represent the nucleation process, homoge-
neous nucleation theory can give insight into the various factors
controlling nucleation. In this theory, the nucleation ratgs

Research conducted over the past several years has clearl
shown that heterogeneous chemistry on polar stratospheric clou
(PSC) particles plays an important role in the ozone depletion
observed in both the Arctic and the Antarctidnalysis of lidar )
observations of PSC particles indicates that some (denoted typeg'ven by
la) have radii greater thangm and are nonspherical, consistent KT Ag AG
with crystalline particled. Although these particles have J= nc( ) exp(— a) e F(— C) 1)
commonly been assumed to be nitric acid trihydrate (NAT), KT KT
their composition is still unknown. Several additional pos-
sibilities have been suggested, including nitric acid dihydrate
(NAD),? nitric acid pentahydratéand a mixed acid hydrate temperature, anchga and AG are activation energy param-

. . 5 \ para
H2S Qs HNOg"5H;0. _ . eters!3 The first, Ag,, usually referred to as the “diffusion
Studies of possible type la PSC formation mechanisms may 5ty ation energy”, is a measure of the energy barrier for nitrate

provide insight into their composition. For example, it has been ions to cross the liquidsolid phase boundary. The second term

suggested that NAT might nucleate on particles of sulfuric acid AGs, is a measure of the energy barrier for the formation of é
tetrah_ydratt_a (SAT); ho_wever, ;everal §tudies have indicated thatcrys,talline nucleus large enough to grow spontaneously by the
there is a high nucleation barrier for this process.Tabazadeh — qgition of one monomer. The activation energies for crossing

9,10 .
et lal. | {and CaLS.I‘?]W et édl%havt:e rechently p?rformfed theoretrl]cal_ the phase boundary and for spontaneous growth decrease and
calculations which predict that the cooling of stratospheric ;, raaqe respectively, with increasing temperature. This leads

sulfate aerosols results in the formation of supercooled ternary, 4 maximum nucleation rate at some intermediate temperature
solution particles of EEO/HNOs/H0. Upon further cooling, A previous study of aerosol crystallization in our laboratory

the particles become essentially binary liquid solutions with a |-« measured the nucleation ratefor NAD from a 2:1 HO:
composition 0f~4.5:1 HO:HNOs. Recent work by Meilinger N, aerosol over the temperature range 3984 K4 In
et a!.lz has sugggsted that, in a polyd|sperse ensemble qf particles,q present study, we use Fourier transform infrared (FTIR)
SUb]e?tEd to rapid temperature fluctuations, §ma||er partlcle§ ,mayspectroscopy to monitor the crystallization of thin films of
contain more HN@beca_use the larger p‘"’!”'c'es _reach e_qumb- HNOy/H,O. By measuring the crystallization rate over a range
fium more sI(f)wa. This cloulo! result in particles V;"th @  of temperatures, we determine the temperature-dependent dif-
composition of approximately 3:1:HNGs. ltis not clear  ¢,qiqn activation energy\g.. We combine our low-temperature
whether or not these aerosols will crystallize to form type la | o1surements ohga with estimates ofAg, from viscosity
PSCs. measurements at higher temperattirés obtain a parametriza-

T Now at National Oceanic and Atmospheric Administration, Boulder, tion of Aga that is valid from~160 to 298 Kf We th.en use
co. these temperature-dependenF valuesAgtl with prevpusly

€ Abstract published ilAdvance ACS Abstract&ebruary 15, 1997. measured] values to determineAG; using eq 1. Finally,
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wheren. is the molecular concentration in the liquid phase,
is Planck’s constantk is the Boltzmann constanf is the
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Figure 1. Schematic diagram of the experimental apparatus.
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Film Growth. Films of 2:1 and 3:1 HO:HNO; were grown
by directional dosing of HN@and HO vapors onto one side
of the cold silicon wafer using a Teflon flow director. Solutions
of 65 and 63 wt % HN@ in H,O at 0°C provided the gas
source for amorphous 2:1 and 3:L®HNQO; films, respec-
tively. Although 65 and 63 wt % HNgsolutions at 0C would
be expected to yield #0:HNO; gas ratios of 2.3:1 and 3.6:1,
respectivelyt® differences in wall losses or evaporation rates
for H,O and HNQ may result in different vapor ratios in the
chamber. The solution concentrations used were therefore
determined empirically as those that formed amorphous films
that crystallized to pure NAD ana@-NAT, based on the infrared
spectra. The solutions were purified using several freeze/pump/
thaw cycles.

To grow amorphous films of a constant thickness, a leak valve
between the solution bulb and the silicon wafer was opened,
and the intensity of the FTIR spectrum was monitored with time.
The leak valve was closed when the N(peak at 1300 crmt
reached an absorbance Af= 0.65+ 0.04 absorbance units.

homogeneous nucleation theory is used to calculate the nucle-After growth, the film thicknesses were determined using optical

ation rates for NAD and NAT from supercooled HNE,0
aerosols over a wide temperature range.

Experimental Section

Apparatus. The vacuum chamber used to study the crystal-
lization of film samples is shown schematically in Figure 1.
Briefly, the HNOy/H,O films are condensednoa 1 mmthick
silicon wafer held in place by a copper ring attached to a liquid
nitrogen cryostat. A copper disk with a flexible Kapton heater
is also in contact with the silicon wafer. Using this combination
of liquid nitrogen cooling and resistive heating, the silicon wafer

can be maintained at temperatures between 100 and 300 K. The
temperature of the substrate was measured using type T

thermocouple junctions in thermal contact with the silicon wafer.
The temperature measurements were calibrated daily using th
ice frost point as described by Iraci et®alThe experimentally

determined frost points agreed with the thermocouple temper-

atures to within 2 K. Here we report our results using the
corrected thermocouple temperatures.

e

interference in the infrared region 4008000 cntl. Measured
refractive indice¥ at the interference fringe maxima and minima
were used according to the method of Mod&té! Film
thicknesses for amorphous 2:1 and 3:20:HNO; were found
to be 1.5+ 0.1 um and 1.7+ 0.1 um, respectively.

Films of 2:1 and 3:1 KHO:HNOs were grown at 165 and 155
K, respectively. These temperatures are near the glass points
of 161 K for NAD and between 149 and 160 K for NAT At
temperatures above the glass points, the films are supercooled
liquids which can crystallize. However, the crystallization rates
are very slow at the growth temperatures. After growth, the
films were heated to the desired crystallization temperature at
a rate of approximatgll K s™1. Film crystallization was
measured at a variety of temperatures between 160 and 180 K.
The upper end of the temperature range was limited by the
inability to warm the sample quickly enough to get to the target
temperature before crystallization commenced. Desorption rates
of the films were negligible compared to crystallization rates
at the crystallization temperatures used. Even at the highest
temperatures, an analysis of the infrared spectra revealed that

The films were studied using single-pass transmission infrared oo than 1% of the film desorbed during crystallization.

spectroscopy. Collimated infrared light from a Nicolet Magna

550 FTIR spectrometer was focused into the chamber and onto

the silicon wafer using a 90off-axis parabolic mirror (6 in.
effective focal length). Infrared light exiting the chamber was
then refocused onto a liquid nitrogen cooled MCT-B detector
using an ellipsoidal mirror. The external optics were enclosed
in plexiglass boxes purged with dry, G@ee air. The infrared
spectra presented here were collected using Z'aesolution

Results and Discussion

Experimental Determination of Crystallization Rates.
Crystallization rates of the supercooled films were measured
by monitoring the infrared spectra as a function of time at the
desired crystallization temperature. Typical infrared spectra
obtained during the crystallization of a supercooled film to

with 8—64 scans coadded. Spectra were collected at regulara-NAT at 165 K are shown in Figure 2. The initial spectrum

intervals, ranging from once every 1.6 s to once every 19.2 s,
until film crystallization was complete. Complete crystallization
of supercooled 2:1 HD:HNG; films to NAD took approximately
30 s at 178 K and 41 min at 168 K. Complete crystallization
of supercooled 3:1 ¥D:HNG; films to NAT took approximately
4 min at 171 K and 52 min at 161 K.

The infrared spectra for amorphous and crystalline 2:1 and
3:1 H,0O:HNG; films have been reported previousfyl® In
this work, we use the previous infrared assignments in our
analysis of the time-dependent film composition to derive the

at 165 K appears to be that of amorphous 3;DHHNQ;.17:18
After 1.2 min, changes in the OH stretching region near 3400
cm! and the N@ stretching region near 1400 chindicate
the beginning of crystallization. By 10.8 min, the film has
completely crystallized too-NAT. Similarly, the infrared
spectra of 2:1 WO:HNG; films show the evolution to crystalline
NAD.

The infrared spectra were used to determine the fraction of
the film remaining supercooled as a function of time. For
o-NAT, the infrared peak at 3430 crh characteristic of an

crystallization rates. Previous work has shown that there are OH stretch ina-NAT, was used to calculate the fraction of the

two crystalline forms of NAT, denoted-NAT and -NAT.

As in the earlier work/18we find that supercooled 3:1,8:
HNO; films first crystallize toa-NAT, with the conversion to
B-NAT occurring at higher temperatures. In the current work,
we restrict our discussion t@-NAT.

film that had crystallized. Because this peak appears on the
shoulder of the broad OH peak, present in both amorphous and
crystalline 3:1 films, it was baseline-corrected before being
integrated from 3390 to 3460 crh The baseline-corrected
integrations for each crystallization experiment were then
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Figure 2. Infrared spectra ofi-NAT film during crystallization at 165 Time (sec)

K. For clarity, the spectra are offset by 0.3 absorbance units. Figure 3. Fraction of the film in the supercooled phase as a function
of time for 3:1 HO:HNG; at selected temperatures in the range studied.

normalized, assuming that the minimum and maximum inte-

grated absorbances corresponded to completely supercooled and 0.020

fully crystallized films, respectively. The fraction of sample N
which remains supercooleé(t), is 3
2 0.016 1
F(t) =1 — Agyedt) (2) :%

. . . . £ 0012
whereAsssdt) is the normalized, baseline-corrected integrated =
area of the peak at 3430 cf b

For NAD, peaks at 955 and 1040 chwere used to calculate é 0.008 H

the fraction of the film remaining in the supercooled phase. This c
procedure has been described previously for work on aer&sols. 2
The feature at 955 cm is present in the spectrum of _g 0.004
supercooled 2:1 ¥D:HNO; but absent in the spectrum of =~
crystalline NAD. Thus, it is assumed that the mass in the 1]
supercooled phasexcis proportional to the integrated area of S' 0.000

the peak at 955 cmi (Agss). The peak at 1040 cmi is present

in both spectra, and in supercooled 2:3G:HNGQO;, the ratio 0 200 490 600 800 1000

A104dAgss = 0.55. This ratio differs from that reported by Time (sec)

Disselkamp et al¥ which was obtained using a ratio of peak Figure 4. Rate of crystallization with time for 3:1 #:HNO; at

intensities rather than integrated areas. The mass of the sampleelected temperatures in the range studied.

crystallized,myap, can be expressed as being proportional to Ayramj Analysis of Crystallization Kinetics. The crystal-

the integrated area of the 1040 chpeak minus the contribution jization of thin films can be modeled using either the Avr&iat

from the mass remaining in the supercooled phase. Thus or the Evans modéf These methods calculate the probability

0 Asoso — (0.55M9s5 The fraction of the sample in the 4t crystallization has occurred at a particular location within

supercooled phase as a function of time can then be written ashe fim given the expansion of crystallized volumes around
randomly distributed nucleation sites. Both models lead to the

My, _ Agse(t) following relationship between the supercooled fractiorand

M+ Myap  Aygadt) + 0.45@g:1) @) timet

F(t) =

The fraction of film remaining in the supercooled phase as a F(t) = exp(-Kt) )
function of time is shown in Figure 3 for the-NAT case. whereK is a function of the nucleation site density and the
Although data for only the first 1000 s are shown, all of the crystallization velocity. The Avrami exponemt, is dependent
films eventually crystallized completely te-NAT. The on the geometry of the system and the nucleation mechafism.
crystallization rates (fractiorr$) were determined for each film  Unfortunately, conclusions about the nucleation and growth
by taking the time derivative of the crystalline fraction, {1 behavior during a phase transformation based on the Avrami
F(t)), and are shown in Figure 4 fer-NAT. Both Figures 3 exponent alone are tentative, as various interpretations exist for
and 4 show that for all temperatures the crystallization rate any given Avrami expone?b:28 In particular, different conclu-
increased with time, reached a maximum, and then decreasedsions are possible if long-range diffusion is necessary for
Further, the maximum crystallization rate increased with crystallization. However, in our study the supercooled films
increasing temperature. Finally, the time at which the maximum are nearly stoichiometric so that long-range diffusion should
crystallization rate occurred decreased with increasing temper-not limit crystallization. Despite the limitations, an Avrami
ature. Similar behavior was observed for the crystallization of Evans analysis can provide some insight into the differences
NAD, although at slightly higher temperatures. between thex-NAT and NAD crystallization mechanisms.
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Figure 5. Avrami plots for (a, top) 3:1 KD:HNG; crystallizing to
o-NAT and (b, bottom) 2:1 KD:HNO; crystallizing to NAD at several
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also determined the Avrami exponent to be 1, consistent with
our measurements. In addition, they found a low value\iGe
for NAD, favoring the formation of many critical nuclei. The
agreement between these two experiments may be fortuitous.
However, it is possible that heterogeneous nucleation occurred
in both the 2:1 films and particles at the gdijuid interface.
In contrast, Disselkamp et al. did not observe nucleation of
o-NAT aerosols* As discussed below, this observation
coupled with our measured valuesAy, suggests a higher value
of AG; for o-NAT than for NAD. This would favor the
formation of fewer critical nuclei for thet-NAT case. Thus,
we might expect different crystallization kinetics farNAT
and NAD based on differences in critical nucleus concentration.
It is also possible thai-NAT crystallization occurs via
homogeneous nucleation with critical nuclei dispersed through-
out the film. Our Avrami-Evans kinetic analyses showimg
= 3 for o-NAT and n = 1 for NAD are broadly consistent
with either of these pictures.

Determination of the Activation Energy for the Transfer
of NOs~. The temperature dependence of the crystallization
rate can be used to determine the activation energy for the
transfer of NQ~ ions across the liquidsolid phase boundary.
For films prepared at temperatures near the glass point and then
heated, the limiting factor for crystallization should be transport
of NO3™ across the interface to the growing crystals. We thus
assume that the temperature-dependent valugsggican be
obtained from an Arrhenius expression of the form

_ 5(n(MCR))

where the maximum crystallization rate (MCR) is representative
of the film crystallization rate. For eq 5 to hold, the surface
area between the crystallized and supercooled phases must be
constant at the MCR for any crystallization temperature, and
the same number of critical nuclei must already be present for
eacha-NAT and NAD film, regardless of temperature. Because

(5)

annealing temperatures in the range studied. The dashed lines havgnhe films are all grown at low temperatures near the glass points,

slopes ofn = 3 andn = 1 and are included for reference.

The Avrami exponent is given by the slope of a plot of In-

(In(1/F)) versus Inf). Figure 5a,b shows such plots @NAT

and NAD crystallization, respectively. Fits (not shown) of the
form given in eq 4 were also made to the data, allowing both
n andk to vary freely. Foro-NAT, nis approximately 3 over
the temperature range from 161 to 171 K. According to the
Avrami—Evans analysis, a value af= 3 may be interpreted
as nucleation occurring from a fixed distribution of nucleation
sites which expand as overlapping sphefe. This seems

we believe that critical nuclei are present when the film reaches
the crystallization temperature. Thus, each film should crystal-
lize from the same number of critical nuclei, although the
number may be different fan-NAT and NAD.

To test the assumption that the crystallizing film reaches the
MCR at the same fraction supercooled, we calculated the
expected-ycr for the Avrami exponenta = 3 andn = 1. For
n= 3, as is the case for 3:1,8:HNQO; films, this was done by
setting the second derivative of eq 4 equal to zero, solving for
the time when the MCR is reached, and then substituting that
time into eq 4. The MCR should occur Bicr = €28 =

reasonable for homogeneous nucleation in a 3-dimensional film 0.51, in good agreement with the valuesgicr between 0.47

with nucleation sites distributed throughout the film. However,
it is also possible that 3-dimensional growth could occur from
a heterogeneous surface with relatively few nucleation sites.
In contrast,n is approximately 1 for NAD crystallization at
temperatures from 168 to 175 K. A value of= 1 may be
interpreted as linear growth from a fixed number of nuclei at a
flat interface?>2% This type of crystal growth might be expected

and 0.55 from the fits to the crystallization data for the 3:1 films.
Forn =1, as is the case for 2:1,8:HNQO;, the MCR occurs

at Fucr = 1. The experimentally observed values Fjicr
ranged from 1.0 to 0.60 for the 2:1 films, in reasonable
agreement with the expected value. Thus, the assumption that
the MCR occurs at the same valuefokeems to be valid for
both a-NAT and NAD.

for a system with many nucleation sites at a heterogeneous For each film, the MCR was determined from the best fits to
surface. In this case, spherically expanding regions would the experimental data using eq 4. The In(MCR) values from

quickly overlap to form a flat interface growing primarily in
one dimension, perpendicular to the surface.

these fits are plotted as squares versusid/Figure 6a,b for
a-NAT and NAD, respectively. Because there were only a

Although this analysis cannot yield unambiguous assignment limited number of data points, a functional form of the

of the crystallization mechanism, it is clear that the nucleation
mechanisms for NAD ana-NAT in our system are quite
different. In a study of the crystallization of 2:1,8:HNGO;
aerosols to NAD between 190 and 202 K, Disselkamp ét al.

temperature dependence of MCR was used to deterxgpe
eq 5. The equation for the MCR was derived assumingthat

MCR = ZT/y (6)
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Figure 6. Arrhenius plots of the natural logarithm of the maximum T(K)
crystallization rate versusTfor (a, top) 3:1 HO:HNG; and (b, bottom) Figure 7. Diffusion activation energies for (a, top) 3:1,8:HNO;
2:1 H,O:HNGs. The squares are the data points. The solid line is the and (b, bottom) 2:1 D:HNO; calculated from this study (squares)
fit to the data using eq 8. and from viscosity measurements by Williams and Tét¢kiangles).
. . The solid lines are fits to the data using eq 9 and the parameters in
whereZ is a constant and assuming a temperature-dependentraple 1. Note that the glass point for 3:L®HNO; is between 149

viscosity, s, of the forn?® and 160 K and for 2:1 bD:HNO; is 161 K22
n=Aex B @) method described by Luo et #l. First, the “effective diffusion
T-T, activation energy” Agso, Was determined with the Arrhenius
relatior?®
whereA, B, andTy are empirical parameters. This leads to the
following equation used to fit the crystallization data: o(In(n/T))
In (MCR) = In(&%) +In(T) - ——— ®)
0

using the viscosity parametrization from Williams and Totok.

whereA* = Z/A. The data in Figure 6 were fit using a nonlinear The temperature dependence/u, Wiﬁ assumed to have the
same temperature dependence\asy:

least-squares fitting program, and the fits are shown as curves.

The fits to the MCR data were used to derive valueAof Ag.(T)
- . e i
at each .crystalllzat_lon temperature for our films. Substitution Ag(T) = Ag(T,) 5ok 7 (11)
of eq 8 into eq 5 yields AGyo(T1)
Ag, = kT[1+ _ BT (9) whereT; = 298 K and the valué\gq(T:) was estimated from
@ (T— Ty thermodynamic quantities as described in the Appefidie
The temperature-dependent value®\gf, were calculated from
from which Ags was calculated. Our derived values Ag;, the viscosity measurements using eqs 10 and 11 and are depicted
depicted as squares, are plotted as a function of temperature iras triangles in Figure 7a,b.
Figure 7a,b for 3:1 and 2:1)0:HNG;, respectively. Both plots To calculateAg, over the range of stratospheric interesty

show thatAg, increases with decreasing temperature. Both also values from our crystallization rate data and from the viscosity
show thatAg, rises dramatically about 10 K above the glass data were fit to eq 9. These fits are shown as the solid lines in
point. Figures 7a,b. The parameters for the fits Bre 433.6 K and

It was not possible to make measurements\gf at polar To = 136.1 K fora-NAT andB = 335.1 K andTy = 146.3 K
stratospheric temperatures 85-200 K) because the films  for NAD. Note that the fits yield values afy which are much
crystallized too rapidly. We have thus calculated valueA@f lower than the measured glass points {oNAT and NAD.
using recent viscosity measurements made at temperature§his is in agreement with previous work which indicates that
between 241 and 298 K for 3:1,8:HNO; and between 226 ~ empirical fits to viscosity data yield values & which do not
and 298 K for 2:1 HO:HNQs:.2® This was done using the agree with experimentally measured glass pdhthe fits
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TABLE 1: Calculation of AG. and o from Disselkamp et
al.* J Values

AQa AG.
T(K) J(cm=3s?) (kcal mor?) (kcal moll) o (ergcnt?
NAD 193 6.68x 10° 11.8 10.1 25.1
200 1.54x 10° 9.6 13.6 24.4
204 1.82x 108 8.7 15.8 23.6
NAT 188 <3.2x 10/ 11.6 >11.5 >38.3

represent both the high temperature viscosity data and the low-
temperature crystallization kinetics data extremely well. This
gives us confidence in using the interpolateg, values using
eq 9, with the derived fit parameters, for stratospheric temper-
atures where no data are directly available from either method.
The Aga, values at polar stratospheric temperatures (185-200 K)
range from 12.7 to 8.8 kcal mol and from 15.6 to 9.6 kcal
mol~! for 3:1 and 2:1 HO:HNO;s, respectively.

Homogeneous Nucleation ofa-NAT and NAD. The

homogeneous freezing rate for atmospheric aerosols can be

calculated theoretically using classical nucleation thédryhe
expression for the homogeneous freezing rafgm—2 s1), is
given by eq 1, which can be rewritten as

wherenc is the molecular concentration in the liquid phake,
is the Boltzmann constant) is Planck’s constanty is the
interfacial surface energy between the solid and liquid phases,
Na is Avagadro’s numbeu is the liquid volume per molecule,
AH; is the enthalpy of freezing, and, is the melting
temperature. The values of and v can be estimated from
density measurements of amorphous solid films of 2;0OH
HNO;3 (1.52 g cnT3) and 3:1 HO:HNO;3 (1.43 g cn13).37 The
values ofAH; and T, are known from previous work; for NAD,
AH; = 20.15 kJ mot! and T,, = 235.5 K, and foro-NAT,
AH¢ = 29.11 kJ mot! and T, = 255 K 31,3839

The interfacial surface energy between 2:310:HNO; and
NAD has recently been measured as 24 erg%at 193 K by
Disselkamp et a¥* This value was arrived at using a value of
13.7 kcal mot? for Ag, and a measured nucleation ratelof
6.68 x 10° cm3s™1. However, at 193 K we find a somewhat
lower value ofAg, = 11.8 kcal mot? for 2:1 H,O:HNO;. We
have thus recalculated the values\gs. ando for NAD using
eqgs 1 and 12 witmg, = 11.8 kcal mot?, yielding values of
AG; = 10.1 kcal mot® ando = 25.1 erg cm? at 193 K. The
values ofAG; ando at 200 and 204 K were also recalculated

(167/3)0°N, %
KTAH(In(T,/T))?

Ag,
KN, T

) (12)
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Figure 8. (a, top) Calculated values fora-NAT assuming temper-
ature-independent values of= 43.8 erg cm? (solid line) ando =
38.3 erg cm? (dotted line). Also shown are thkvalues necessary for
a 1 um diameter particle to crystallize in the listed times (dashed
horizontal lines). (b, bottom) Calculatddzalues for NAD assuming a
temperature-independent valuewf= 25.1 erg cm? (solid line) and
assuming a linear temperature dependence ¢diotted line). Also
shown are the measurddralues from Disselkamp et al. (squares) and
theJ values necessary for guln diameter particle to crystallize in the
listed times (dashed horizontal lines).

Aga and o determined here, we have calculated homogeneous
freezing rates fon-NAT and NAD over a range of tempera-
tures, and the results are shown in Figure 8a,b, respectively.
Two differentJ value curves are shown forNAT: one curve
corresponding to the theoretical lower limit of= 43.8 erg
cm2 (solid line) and the other to the experimental lower limit

using thel values measured by Disselkamp et al. and our presentof o = 38.3 erg cm? (dotted line). For the NAD calculations,

values of Aga. These recalculatedG. and o values are
summarized in Table 1.

The interfacial energy fom-NAT has not been measured but
has been estimated to have lower limits of 44.4 erg<at
192 K and 43.8 erg cn? at 190 K by MacKenzie et 4l.
Experiments conducted in our laboratory did not show crystal-
lization of 1um diameter 3:1 HO:HNO; aerosols over a time
period of 100 min at 188 K440 Assuming that 10% of the
particles would need to freeze for detection, an upper limit of
J < 3.2x 10’ cm3s1can be placed on the-NAT nucleation
rate. Using this limit and our value #g, = 11.6 kcal mot?
for a-NAT at 188 K, we find thatAG, > 11.5 kcal mot* and
o > 38.3 erg cm? for a-NAT crystallizing from 3:1 HO:
HNO;, as shown in Table 1. This value of is broadly
consistent with the estimated theoretical lower linfits.

a constant value otr = 25.1 erg cm? (solid line) and a
temperature-dependeat(dotted line), discussed below, were
used. Also plotted for comparison are the valued cfquired
for a Lum diameter particle to freeze in various time intervals,
wheret = 1/(JV,) andV, is the particle volume. It should be
noted that since the particle volume is proportional to the particle
diameter cubed, changes in the particle size can have a profound
effect on the time required for a particle to freeze.

Figure 8b shows thatam diameter 2:1 HO:HNO; particles
are expected to freeze on a time scale of less thah at
temperatures between 187 and 197 K assuming a temperature-
independentr = 25.1 erg cm2 These results indicate that if
a 2:1 HO:HNO;s aerosol were able to form at stratospheric
temperatures, NAD could rapidly crystallize. However, HNO
pressures in the stratosphere are normally too low to support

Equation 12 can be used to explore the temperature depenformation of a 2:1 HO:HNO; aerosol.

dence ofa-NAT and NAD nucleation. One temperature-
dependent term in this equation Agy,. Using the values of

In contrast, Figure 8a shows that the freezing time scale for
o-NAT is much longer. The maximum freezing rate occurs at
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approximately 189 and 184 K for the experimental and  To our knowledge, no studies of the temperature dependence
theoreticalo estimates, respectively. More importantly, the of the interfacial surface energy betweerNAT and super-
calculated lower limit for the freezing time of 3:1,8:HNGO; cooled 3:1 HO:HNGO; have been performed. As a result, we
particles Ium in diameter is approximately 1 day between 186 have done no calculations far-NAT using a temperature-
and 192 K using the experimentalestimate and over 5000 dependent, although it almost certainly has some temperature
years at the same temperatures using the theoretiestimate. dependence. Additional nucleation experiments may provide
Since both the estimates are lower limits, the times for freezing insight into the temperature dependence @ ionic structured

in both cases are also lower limits. It is clear that small changesliquids such as the acidic solutions composing PSCs.

in the estimate ofy can result in enormous changes in the Finally, it is possible that other assumptions of homogeneous

estimated freezing times for aerosols. nucleation theory may be invalid, leading to the observed
Meilinger et al. suggest that rapid temperature fluctuations temperature trend io for NAD aerosols. If other parameters
at 190-195 K could result in the formation of 0.2-0/8m assumed to be temperature-independent vary with temperature,

diameter particles composed of approximately 50 wt % H&8O  an incorrect temperature dependence abuld be derived. In
The estimated minimum freezing times calculated for 0.2 and addition, some previous studies have shown thaiay exhibit
0.8um diameter particles of 3:14@:HNO; freezing too-NAT a dependence on the droplet radii$? In a study of HO ice
at 190 K are=87 and>1.4 days, respectively, assuming that ~ nucleation, Wood and Walton showed that this radius depen-
=38.3 erg cm2. It is thus unclear whether such particles could dence could lead to an apparent temperature dependence capable
crystallize during the time in which they are out of equilibrium of explaining the deviations of their experimental data from
with the rest of the aerosol. This analysis assumes that only theory?4 Wood and Walton also suggest that the theory itself
particles of acid composition greater than roughly 50 wt % may be flawed because highly structured liquids may nucleate
HNOs could freeze tax-NAT, which may be too restrictive. It by additions of molecular clusters rather than monomers in the
is also possible that particles more dilute than 3;DHHNGs;, formation of critical nuclei.
expected to occur more commonly, could freeze to NAT. _

One important limitation in the above analysis is that it was Conclusions

assumed that the interfacial surface energy in eq 12 was The diffusion activation energies have been determined for
temperature independent. The temperature dependencisof  poth 2:1 and 3:1 solutions of #:HNO; at low temperatures

often represented as a linear function: using crystallization data and at high temperatures using
viscosity measurements. Interpolation to stratospheric temper-
oM =0+t o(T-T) (13) atures indicates that 2:1 solutions have a higher diffusion

activation energy than 3:1 solutions at PSC temperatures.

whereg; is the interfacial surface energy between the solid and However,AG. for NAD is substantially lower than far-NAT.
liquid phases at some temperaturf, The temperature  Together with measurements of other parameters used in
dependence ofr has been measured for several systems, homogeneous nucleation theory, the homogeneous freezing
including mercury’! gallium?2 water43-45 and NaCl/water nucleation rates of binary 2:1 and 3:2®{HNO; solutions were
solutions®® All of these studies have observed tiadbetween estimated. These calculations indicate that jirh diameter
the solid and liquid phases increases with increasing temperature2:1 HO:HNO; particles could form, NAD would homoge-
implying a positive value for. To our knowledge, a system  neously nucleate in less uma h atstratospheric temperatures.
in which o decreases with increasing temperature has not beenln contrast,oa-NAT nucleation from 3:1 HO:HNGO; solutions
observed previously. is calculated to be much slower. Using the experimental lower

For NAD, our o values yielded a linear fit with a negative limit of o, we calculate a NAT nucleation time afl day.
value ofw. This temperature dependencecoivas then used ~ However, the actual temperature dependencies fidr both
to estimate the homogeneous freezing rate for 20:HNO; NAD and a-NAT are uncertain, and small changes in this
aerosols as done above. Thealues calculated for NAD in ~ dependence could produce large changes in the predicted
this way are shown as the dashed line in Figure 8b, with the ho.mogeneous freezmg nucleation rates. The posglblllty also
Disselkamp et al* data shown as squares. The estimated €XIStS thato-NAT particles could nucleate more rapidly from
freezing rates using a temperature-dependeare very similar ~ liquid particles with HO:HNG; ratios more dilute than 3:1. In
to those estimated using a constantlthough the maximum addition, if suitable nuclei are available, the heterogeneous
freezing rate occurs at higher temperatures. The freezing timefr€€zing rate ob-NAT from a 3:1 s.olut|on should be slightly
for 1 um diameter aerosols is estimated to be less than an hourdreater than that of NAD from a 2:1 solution.
between 189 and 202 K.

The negative temperature dependence ofay be explained
by a thermodynamic model proposed by Spa€i§efihis model
relates the temperature dependencesdfo properties of a
hypothetical “interface region” between the solid and liquid
phases. The model uses the thickness of the interface regio
as well as the entropy and enthalpy changes in going from liquid
to solid AS and AH;) and from liquid to the interface region
(AS and AH;). As pointed out by Spaepen, a positive
temperature dependence @ffor mercury requires thaA§ is
at least 50% oAS. Some examination of the model reveals
that lower positive values or negative values\ can lead to
a negative temperature dependencecof The model was Estimation of Ag, at 298 K. The values ofAg, at 298 K
designed for use with elemental liquids and solids, however, were estimated using the method of Luo e®allt is assumed
so the assumptions in it may lead to errors when used for that Ag, is composed of two parts. The firsag.4*P, is the
molecular liquids and solids. activation energy for moving the neighboring atoms and ions.
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Appendix



Crystallization Kinetics of HN@H,0 Films

TABLE 2: Parameters Used To CalculateAg, at 298 K for
3:1 and 2:1 H,O:HNO

3:1 H,O:HNGO; 2:1 H,O:HNG; ref

Ag:(100%) 2.41 2.41 32,eq9
AgyPond 1.60 1.60 33
AHA(100%) 9.355 9.355 31

W 10.52 10.52 34
Agisp 0.99 0.99 eq 15
AgL"{100%) 1.41 1.41 eq 14
Lo(wt %) —5.63 —4.45 35
AHa(wt %) 14.98 13.81 31,35
Aga(Wt %) 3.30 3.10 eq 14

a All units are in kcal mof?.

This energy is assumed to be relatively constant with solution
concentration. The second pakg,°™ is the activation energy
for breakage of the hydrogen bonds of the moving ions. This
energy does depend on solution concentration. It is further
assumed thakg.,°"dis approximately proportional to the partial
heat of vaporization of nitric acid in solutiodH;:

AH (Wt %)

Ag(ut %)~ A%+ X T00%)
al

AgL°"{100%) (14)

where 100% refers to pure HN@nd wt % refers to the HNO

weight percent in the 2:1 or 3:1 8:HNO; solution. In
addition, Ag, can be expressed by
. AH_(wt %
AWt %) ~ Ag," + A(T) Ag,”  (15)
w

whereAH,, is the heat of vaporization of water andy,°"is

the activation energy for the breakage of the hydrogen bonds

in water.

The following procedure was used to calculaAig(wt %) at
298 K. First, the value oAgy(100%) was calculated by fitting
viscosity dat& for 100 wt % HNGQ to eq 9. Using this value
and the literature values fokH,(100%), AH,,, and Ag,P°d
given in Table 2,Ag%sP was calculated from eq 15. Next,

AgL"{100%) was calculated using eq 14 and the above values

of Ags(100%) andAg.disP. Finally, to calculate the values of
Ago(wt %) using eq 14, the values @fHy(wt %) must be
estimated. This was done by assuming that,(wt %) =
AH(100%) — Ly(wt %), wherelL, is the partial mixing heat
for HNOs. The values used in our analysis are listed in Table
2.
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